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ABSTRACT
The surge in consumer electronics is catalyzing the evolution of 2.5D
integrated circuits (2.5D-IC). As these systems expand in scale and
integrate more chiplets, the significance of chiplet design tools, par-
ticularly automatic chiplet placement, is increasingly apparent. Yet,
previous studies did not sufficiently consider the distinctive features
of chiplets, encountering challenges related to low quality of wire-
length and poor scalability. Moreover, the pronounced high tem-
peratures in 2.5D-ICs have not been thoroughly addressed, indicat-
ing a lack of thermal-aware design exploration. In response, this
paper presents ATPlace2.5D, an analytical thermal-aware chiplet
placement framework for large-scale 2.5D-ICs. It can deliver solu-
tions that balance wirelength and temperature, residing on the op-
timal Pareto frontier, in collaboration with an innovative, physics-
based compact thermal model. Experimental results show that AT-
Place2.5D can handle more than 60 chiplets in minutes, and out-
performs TAP-2.5D in both maximum temperature and total wire-
length by 5% and 42% in thermal-aware placement, with a 23× ac-
celeration. This advancement holds promise for promoting the ma-
turity and widespread application of 2.5D-ICs.

1 INTRODUCTION
Recent years havewitnessed an increasing demand for cost-effective
and scalable chips in various markets, such as processors, automo-
tive electronics, and AI [1, 2]. Yet, as the development pace of ad-
vanced technology nodes slows down, the cost of designing Systems
on Chip (SoC) has been on an upward trend. Against this backdrop,
2.5D integration is being increasingly recognized and explored as a
means to develop cost-efficient and large-scale chip systems. 2.5D
integration, as shown in Fig. 1, involves the assembly of multiple in-
tegrated circuits (ICs) that contain a well-defined subset of function-
ality (a.k.a. chiplets) on a single interposer, which serves as a bridge
facilitating high-speed and high-bandwidth communications. It of-
fers several advantages compared to traditional SoC [3]. Firstly, it
facilitates reduced costs across the design and manufacturing stages
and higher yield. Secondly, 2.5D-IC enables the seamless integra-
tion of heterogeneous technologies and nodes within a single pack-
age, i.e., System in Package (SiP). Lastly, it supports the re-using of
pre-manufactured chiplets, paving the way for more sustainable and
complex systems.
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Figure 1: Illustration of the 2.5D-IC structure, fabricated with a pas-
sive interposer on an organic substrate.

Table 1: Comparison of different chiplet placement research.
Algorithm Work Wirelength Scalability Thermal-Aware

SA
Ho and Chang [4]

Medium
Low ×

Seemuth et al. [5] Medium ×
Ma et al. [6] Medium ✓

Enumeration Osmolovskyi et al. [7] Low Medium ×
Chiou et al. [8] ✓

RL Duan et al. [9] Medium Medium ✓
Deng et al. [10] ✓

Analytical ATPlace2.5D (this) Low High ✓

To develop versatile and large-scale 2.5D-IC systems efficiently,
leveraging composable chiplets (e.g., XPUs,memory, and analogmod-
ules), dedicated design automation tools are indispensable [11, 12].
Among them, we focus on the critical issue that how to arrange the
placement of the chiplets to achieve optimal performance [13, 14]. Pre-
vious researches can be categorized into three types: simulated an-
nealing (SA)-based [4–6, 15, 16], enumeration-based [7, 8, 17], and
reinforcement-learning (RL)-based [9, 10]. The first type represents
the layout in various manners, including vanilla layout [5], occu-
pation chiplet matrix [6], and hierarchical B*-tree [4]. It can tackle
multiple performance metrics beyond the wirelength, but often con-
sumes significant runtime and comes to solutions of low quality. In
contrast, the enumeration-based method can obtain better solutions
for the placement of a few dies (typically less than a dozen), utilizing
certain pruning (branch-and-bound (B&B)) and parallelization tech-
niques [7, 17, 18]. For the last type, RL agents place chiplets one by
one according to the reward function.

However, as summarized in Table 1, we recognize that thesemeth-
ods demonstrate poor scalabilitywhen dealingwith large-scale 2.5D-
ICs. They usually account for fewer than a dozen chiplets, whereas
the scale of future 2.5D-IC systems is growing quickly beyond dozens
of chiplets [19–21]. Additionally, prior efforts also suffer from low
efficiency. Our study reveals that methods based on SA, enumera-
tion, and RL all necessitate several hours to process systems com-
prising ten or more chiplets. This is highly time-consuming, particu-
larly for tasks requiring iterative optimization of placement such as
early-stage chiplet design space exploration [22, 23].

What’s worse, prior research often focuses on just reducing the
area and total wirelength, which will result in compact placement
results and bring about high power density, making the large-scale
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systems prone to thermal failure [24]. To this end, several recent re-
search studies about thermal-aware placement for 2.5-D ICs. Coskun
et al. [15] incorporate temperature constraints during SA,whileTAP-
2.5D [6] proposes to add a term related to the worst-case tempera-
tures in the SA cost function.SP-CP [8] introduces a post-placement
procedure after the B&B search to reduce the operating tempera-
tures by refinement. However, they often conduct thermal simula-
tions based on numerical methods [25, 26] during the iterative op-
timization, which significantly augments the overall runtime. Fur-
thermore, they typically treat temperature as a constraint, handled
by controlling either the maximum temperature or minimum dis-
tance between chiplets [6, 8], lacking exploration in thermal design
space, which is significant for future large-scale 2.5D-IC systems.

In this work, we aim to address these deficiencies and set up an an-
alytical thermal-aware placement framework for 2.5D-IC. To polish
up the long runtime and poor scalability, we adopt an orientation-
aware analytical placement algorithm [27]. In pursuit of accurate
and efficient thermal evaluation, we develop a physics-based analyt-
ical compact thermal model and integrate it to optimize the overall
temperature profile. Key contributions are summarized as follows:

• Wepropose an analytical chiplet placement framework named
ATPlace2.5D, able to optimize the total wirelength and tem-
perature simultaneously.

• We propose a new physics-based analytical compact thermal
model for fast thermal simulation and optimization. It achieves
a mean absolute error of ∼ 1.2 ◦C and a speedup of 2575×
during thermal evaluation compared to HotSpot.

• We propose a non-linear formulation that simultaneously op-
timizes wirelength and temperature as an objective for both
positions and orientations of chiplets.

• In a benchmark suite with a maximum case of more than 60
chiplets, ATPlace2.5D yields solutions that surpass TAP-
2.5D in both maximum temperature and total wirelength by
5% and 42% in thermal-aware placement, with a 23× accel-
eration.

The rest of the paper is organized as follows. Section 2 describes
the background and preliminary; Section 3 explains the framework;
Section 4 demonstrates the results; Section 5 concludes the paper.

2 PRELIMINARIES
In this section, we first introduce the considered 2.5D-IC configu-
ration in Section 2.1. Then we summarize the chiplet interface and
thermal models in Section 2.2 and Section 4.2. Finally, we formulate
the problem in Section 2.4.

2.1 2.5D-IC Configuration
Fig. 1 shows the simplified 2.5D-IC structure discussed in this work.
The bottom layer is the organic substrate, connected to the inter-
poser through the C4 pillar (bump) layer. There exist multiple inter-
connect options for 2.5D-ICs, including active and passive interposer
[28]. Here we choose the transistor-free passive interposer for its
lower cost and flexibility for placement, while the framework can
be generalized. TSVs penetrate through the interposer to connect
the chiplets to the exterior. Chiplets are located above, and treated
as a silicon block with certain powers. They are connected to the re-
distribution layers (RDL) in the interposer by arrays of microbumps,
which are modeled to be homogeneous with an effective thermal
conductivity considering their small size. The microbump layer and
chiplet layer feature heterogeneous materials by filling the space be-
tween microbump arrays and chiplets with epoxy.

We assume the availability of various pre-manufactured and tested
‘on-the-shelf’ chiplets. Each chiplet is equipped with one or more

interface modules for data communication.These interfaces are con-
nected to the interposer viamicrobumps, which then link the chiplets
needed together, forming systems of various applications.

2.2 Chiplet Interface
To enable seamless integration of diverse chiplets, interface stan-
dards are needed to foster an ecosystem [29]. Serial [30, 31] and par-
allel [32–34] interface are two common types of inter chiplet com-
munication interfaces. The former only requires a few pairs of dif-
ferential connections to transmit data in the physical layer, while
the latter uses multiple (tens to hundreds) connections. However,
performance metrics vary between these interfaces, and they have
different demands on the package technologies. Therefore, there is
still a long way to go to accommodate multiple chiplets by heteroge-
neous integration for various applications, which is out of the scope
of this work [35]. For demonstration purposes, we utilize the Uni-
versal Chiplet Interconnect Express (UCIe) standard for die-to-die
(D2D) interconnect, paving the way for subsequent studies, while
our placement framework can be generalized to other interface stan-
dards easily.

The D2D links between chiplets are shown in the left of Fig. 2,
while the right part gives the bumpmap inside a D2Dmodule, which
is a small portion of reference bump matrices in UCIe. A pair of sig-
nals flow out from the blue bumps, representing the transmitter (𝑇𝑥 )
and receiver (𝑅𝑥 ), and connect to the corresponding 𝑅𝑥 and 𝑇𝑥 on
the other side, forming a single lane. To address diverse communi-
cation requirements, additional costs and communication overhead
may sometimes be incurred, facilitated by a hub chiplet [35] inter-
connecting two or more chiplets.

Chiplet
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D2D D2DD2D

D2D D2DD2D
Px

Py
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P

Figure 2: Illustration of the D2D link between chiplets (left), and a
portion of the detailed package bump map of a ×16 module (right).
The seashell and green circles are the I/O supply (Vccio) and ground
reference (Vss) bump, while the blue circles represent the 𝑇𝑥/𝑅𝑥
bumps, respectively.

2.3 Thermal Models
In this work, we focus on the steady-state temperature profiles un-
der worst-case power distribution. The governing equation reads:
∇ · (𝜅 (r,𝑇 )∇𝑇 (r)) = −P(r,𝑇 ), subject to certain boundary condi-
tions. 𝜅 (r,𝑇 ) is the heterogeneous conductivity, P(r,𝑇 ) is the power
density of each chiplet. In this work, we ignore the temperature de-
pendence of all parameters and the above equation is reduced to be:

∇ · (𝜅 (r)∇𝑇 (r)) = −P(r). (1)

As a common practice [6, 8], we assume that heat is dissipated
into the ambient by convection through the primary path composed
of thermal interfacematerial (TIM), heat spreader, and heatsink. Namely,
adiabatic boundary condition is imposed on each lateral surface, ig-
noring intricate mechanisms and the secondary path of substrate
and PCB.We use an air-forced heatsink as the cooling technique, and
the ambient temperature is 45◦𝐶 . The edge size of the heat spreader
and heatsink are both 2× that of the interposer and spreader. We in-
herit the properties (such as layer thickness, materials, dimensions



of bumps, and TSVs) from [6, 36]. The convective resistance of the
heatsink is set to be 0.1K/W for all cases [26].

Various thermal simulators have been proposed, and mainstream
methods encompass numerical and analytical approaches [37]. Nu-
merical methods that mesh the system and solve linear equations
form the foundation of a majority of simulators, whether commer-
cial (COMSOL [38],Celcius [39]) or academic (HotSpot [25],ATSim3D
[36], etc.). Among them, we choose theHotSpot 6.0 [40] as the golden
simulator, and the resolution of thermal grids 𝑔 is 64 × 64.

However, while numerical methods can offer high precision, they
also demand large computation time. Hence, analytical methods are
favored during the design stage, where iterative simulations are re-
quired. Such methods can provide rapid solutions through closed-
form approximate expressions, either obtaining exact solutions based
on simplified models [41] or constructing approximate expressions
based on accurate simulation results [42–44]. The latter approach of-
ten relies on Green’s function, system’s impulse response concern-
ing input power given specified initial or boundary conditions.

Table 2: Some notations used in this paper.
Notation Meaning
C,A,E Sets of chiplets, connected chiplet pairs, and nets.

𝑖, 𝑗 ;𝐶𝑖 ,𝐶 𝑗 Index and symbol of a chiplet ∈ C.
𝑥𝑖 , 𝑦𝑖 , 𝜃𝑖 X and Y coordinates of the center, and rotation angle

of the chiplet 𝐶𝑖 .
𝑤𝑖 , ℎ𝑖 , 𝑡𝑖 Width, height, and thickness of chiplet 𝐶𝑖 .
𝑤 ′
𝑖 , ℎ

′
𝑖 Width and height of chiplet 𝐶𝑖 after rotation.

B𝑖 ,B𝑒 Set of microbumps belongs to the chiplet 𝐶𝑖 or net 𝑒 .
𝑥𝑝𝑖 , 𝑦𝑝𝑖 X- and Y-offsets from the center of the chiplet 𝐶𝑖 for

a microbump 𝑝𝑖 ∈ B𝑖 .
𝑤gap Minimum spacing between two chiplets, set to be

100𝜇𝑚 as in [6].
𝑊,𝐻 Width and height of the placement region (inter-

poser).

2.4 Problem Formulation
We summarize the notations involved in this paper in Table 2. The
goal of this work is to determine the position and orientation (coun-
terclockwise direction) of the chiplets, minimizing the total wire-
length and worst-case temperature meanwhile. Note that the orien-
tation can not be arbitrary according to design rules, but must ad-
here to certain legal values, denoted by Θ = {𝜃0, 𝜃1, 𝜃2, 𝜃3}, where
𝜃0∼3 are 0◦, 90◦, 180◦, 270◦ respectively.

In this work, inter-chiplet communications, a pivotal factor affect-
ing system performance, is measured by the total wirelength, fol-
lowing the convention of previous work [6, 17]. Here we consider
only the signal nets (between 𝑇𝑥 and 𝑅𝑥 in the D2D links), under
the premise that power and ground connections and external I/O
connectivity can be addressed in subsequent design stages. Consid-
ering that signal nets in chiplets are almost two-pin nets (transmis-
sion lines in the interposer), we do not refer to the common half-
perimeter wirelength and smooth approximation functions as in pre-
vious chip-level placement works [45]. Instead, we define the total
wirelength𝑊𝐿(x, y, 𝜃 ) following its exact definition:

𝑊𝐿 = Σ𝑒∈EΣ𝑝𝑖 ,𝑝 𝑗 ∈B𝑒
(
∥𝑋𝑝𝑖 − 𝑋𝑝 𝑗 ∥ + ∥𝑌𝑝𝑖 − 𝑌𝑝 𝑗 ∥

)
, (2)

where 𝑝𝑖 and 𝑝 𝑗 are the two microbumps belonging to net e and

𝑋𝑝𝑖 ( 𝑗 ) = 𝑥𝑖 ( 𝑗 ) + 𝑥𝑝𝑖 ( 𝑗 ) · cos𝜃𝑖 ( 𝑗 ) − 𝑦𝑝𝑖 ( 𝑗 ) · sin𝜃𝑖 ( 𝑗 ) ,
𝑌𝑝𝑖 ( 𝑗 ) = 𝑦𝑖 ( 𝑗 ) + 𝑥𝑝𝑖 ( 𝑗 ) · sin𝜃𝑖 ( 𝑗 ) − 𝑦𝑝𝑖 ( 𝑗 ) · cos𝜃𝑖 ( 𝑗 ) ,

for 𝑖 ( 𝑗) representing the corresponding chiplet of microbump 𝑝𝑖 (𝑝 𝑗 ).

Different from the prior practice of treating the worst-case tem-
perature by constraints, we propose a formulation that seeks to op-
timize the overall thermal distribution 𝑇𝑔 (x, y, 𝜃 ). Here the temper-
ature map is calculated according to Eq. (1), with the power sources
to be chiplets under certain worst-case workloads. To this end, we
define a new temperature penalty term R [𝑇 ] (x, y, 𝜃 ):

R[𝑇 ] = Σ𝑔
[
𝑇𝑔 (x, y, 𝜃 ) −𝑇𝑡ℎ

]𝛾 (3)
where threshold temperature𝑇𝑡ℎ and positive integer 𝛾 controls the
strength of penalty. A 𝛾 greater than 1 makes the penalty grow at
an increasing rate as the temperature rises, which can be used to
strongly discourage solutions with high temperatures.

To avoid overlapping between chiplets, we employ the bell-shaped
density function as in [27, 45]. After the placement region (inter-
poser) has been divided into uniform bin grids, the density function
𝐷𝑏 (x, y, 𝜃 ) in bin 𝑏 is defined as:

𝐷𝑏 (x, y, 𝜃 ) =
∑
𝐶𝑖 ∈C

(
𝐷𝑖 × 𝑃𝑥 (𝑏,𝐶𝑖 )𝑃𝑦 (𝑏,𝐶𝑖 )

)
, (4)

where 𝐷𝑖 is the normalization factor, 𝑃𝑥 (𝑏,𝐶𝑖 ), 𝑃𝑦 (𝑏,𝐶𝑖 ) are the
overlap functions of bin b and chiplet𝐶𝑖 along the x and y directions.
Since their plain expressions are neither smooth nor differentiable,
the bell-shaped potential function is used to smooth 𝑃𝑥 and 𝑃𝑦 .

With the preparations above, we can model the chiplet placement
as a constrained optimization problem:

min 𝑊𝐿(x, y, 𝜃 ) + 𝜆𝑡ℎ𝑒𝑟𝑚R
[
𝑇𝑔

]
(x, y, 𝜃 )

s.t. 𝐷𝑏 (x, y, 𝜃 ) ≤ 𝑀𝑏 , for each bin 𝑏,
where𝑀𝑏 is the maximum allowable area inside 𝑏, defined as:𝑀𝑏 =
𝑡𝑚𝑎𝑥 (𝑤𝑏ℎ𝑏 ), where 𝑡𝑚𝑎𝑥 is a parameter representing target density
value for each bin, and 𝑤𝑏 (ℎ𝑏 ) is the width (height) of bin 𝑏. Uti-
lizing the quadratic penalty method, it is further translated into an
unconstrained minimization problem:

min
x,y,𝜃

{𝑊𝐿 + 𝜆𝑡ℎ𝑒𝑟𝑚R [𝑇 ] + 𝜆𝑑𝑒𝑛𝑠Σ𝑏 (𝐷𝑏 −𝑀𝑏 )2}, (5)

where 𝜆𝑡ℎ𝑒𝑟𝑚, 𝜆𝑑𝑒𝑛𝑠 are balancing factors for temperature and den-
sity.

Finally, we formulate the problems in this work as follows.
Problem I (Compact Thermal Model): Given the thermal con-

figuration, including system geometry,material parameters, and power,
the goal is to generate a compact thermal model that can predict the
temperature map as accurately as possible compared to HotSpot.

Problem II (Thermal-Aware Optimization): Given the design
specifications and chiplet information, including geometrical sizes, lo-
cation of microbumps, and connection relations, the goal is to derive
the chiplet placement with both the total wirelength and maximum
temperature as small as possible.

3 ATPLACE2.5D ALGORITHM
In this section, we illustrate the framework of ATPlace2.5D. We
first introduce the whole framework in Section 3.1, and then the
proposed compact thermal model in Section 3.2. The thermal-aware
chiplet placement algorithm is detailed in Section 3.3 (initialization),
Section 3.4 (optimization), and Section 3.5 (legalization).

3.1 Whole Framework
The flowchart of our framework is shown in Fig. 3. We first train
a compact thermal model (Section 3.2) with the thermal simulator
HotSpot based on the thermal configuration, including system ge-
ometry, material parameters, and power of chiplets. Then comes the
placement process. Given the placement input, including the size
of chiplets, the location and connection map of microbumps, and
information of the interposer, we establish a mixed integer linear
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Figure 3: Illustration of the ATPlace2.5D framework.

programming (MILP) formulation to generate initial placement (Sec-
tion 3.3). Then the physical location and orientation of chiplets are
optimized by an analytical optimization algorithm (Section 3.4), em-
ploying the compact thermal model constructed before. Eventually,
the legalization step provides legalized placement solutions (Section 3.5)
that adhere to constraints on chiplet positions and fixed-outline spec-
ifications.

3.2 Compact Thermal Model
For thermal-aware optimization, the accurate gradient of the temper-
ature w.r.t. the locations and orientations of chiplets (power sources)
is necessary but hard to calculate in most cases [46]. To acceler-
ate the acquisition of temperature and gradient information, main-
stream methods [42, 43] often calculate the approximate Green’s
function for each grid inside the discrete system. For a system di-
vided into𝑀×𝑀 grids in the active layer with𝑁 chiplets, the compu-
tational complexity is generally O(𝑀2 ·𝑀2) = O(𝑀4). These meth-
ods treat the power sources as small units and ignore their sizes,
which cannot adapt well to large-size sources such as chiplets. In ad-
dition, they often omit the heterogeneous nature of the system com-
ponents, which include not only silicon but also underfill (epoxy)
and others.

In this work, we propose a novel compact thermal model, calcu-
lating an approximate Green’s function for each chiplet, taking the
chiplet size and piece-wise homogeneous materials into consider-
ation. It features a computational complexity of O(𝑁 · 𝑀2), thus
tends to be more efficient than previous models since the number of
chiplets is much less than the number of grids.

We start from the quasi-homogeneous approximation of Eq. (1):
∇2𝑇 (r) = −P(r)/𝜅 (r), (6)

and introduce the 3D Green’s function for solving this Poisson equa-
tion: ∇2𝐺 (r, r0) = 𝛿 (r− r′), where 𝛿 is the Dirac delta function, and
r′ is the source point in R3. It is well known that in a infinite space,
𝐺 (r, r0) = 1

4𝜋 ∥r−r′ ∥ . Then according to Green’s theorem, we can
derive the general solution for Eq. (6) in free space:

𝑇 (r) = −
∭

Ω
𝐺 (r, r′)P(r

′)
𝜅 (r′) 𝑑r

′,= −
∑
𝐶𝑖

P𝑖
4𝜋𝜅𝑖

∭
Ω𝑖

1

∥r − r′∥𝑑r
′ .

(7)
This expression considers the impact of chiplet size by a volume in-
tegral, which is calculated over the whole source domain, that is, all

the chiplets. The infinite space assumption is valid since the size of
the interposer is much larger than that of chiplets. We introduce an
auxiliary variable 𝑢 by: 1

|r−r′ | = 2√
𝜋

∫ +∞
0

𝑑𝑢 𝑒−𝑢
2 (r−r′ )2 following

[47] to solve this integral, then each term in the summation reads:
2
√
𝜋

∫ +∞

0
𝑑𝑢

∭
Ω𝑖

𝑒−𝑢
2 ( (𝑥−𝑥 ′ )2+(𝑦−𝑦′ )2+(𝑧−𝑧′ )2)𝑑𝑥 ′𝑑𝑦′𝑑𝑧′, (8)

(𝑥 ′, 𝑦′, 𝑧′) ∈ [𝑥𝑖 −𝑤 ′
𝑖 /2, 𝑥𝑖 +𝑤

′
𝑖 /2] × [𝑦𝑖 − ℎ′𝑖/2, 𝑦𝑖 + ℎ

′
𝑖/2]× ∈ [0, 𝑡𝑖 ] .

Here𝑤 ′
𝑖 = ∥𝑤𝑖∗cos(𝜃𝑖 )+ℎ𝑖∗sin(𝜃𝑖 )∥ andℎ′𝑖 are thewidth and height

of chiplet 𝐶𝑖 after rotation. Utilizing the error function erf (𝑥) =
2√
𝜋

∫ 𝑥
0
𝑒−𝑡

2
𝑑𝑡 , the integral with respect to 𝑥 ′ can be transformed as:

√
𝜋

2𝑢
[erf

(
𝑢 (

𝑤 ′
𝑖

2
− (𝑥 − 𝑥𝑖 ))

)
+ erf

(
𝑢 (

𝑤 ′
𝑖

2
+ (𝑥 − 𝑥𝑖 ))

)
] . (9)

A similar expression can be derived for 𝑦′ also. For the integral
concerning 𝑧′:

∫ 𝑡𝑖
0

𝑑𝑧′𝑒−𝑢
2 (𝑧−𝑧′ )2 , considering that the thickness of

chiplets are much smaller than the scale in the 𝑥 and𝑦 directions, we
approximate it to be 𝑡𝑖𝑒−𝑢

2𝑎2 , where 𝑎 is a fitting parameter ranging
between 0 and 𝑡𝑖 . Now Eq. (8) is transformed to be:
√
𝜋𝑡𝑖
2

∫ +∞

0

𝑒−𝑢
2𝑎2

𝑑𝑢

𝑢2
·
[
erf

(
𝑢 (

𝑤 ′
𝑖

2
− (𝑥 − 𝑥𝑖 ))

)
+ erf

(
𝑢 (

𝑤 ′
𝑖

2
+ (𝑥 − 𝑥𝑖 ))

)]
·
[
erf

(
𝑢 (

ℎ′𝑖
2

− (𝑦 − 𝑦𝑖 ))
)
+ erf

(
𝑢 (

ℎ′𝑖
2

+ (𝑦 − 𝑦𝑖 ))
)]

.

Although seems daunting at first glance, this integral can be solved
analytically. It involves the calculation of four integrals, all of which
can be calculated by the integral:

𝐹 (𝑎,𝑏, 𝑐) =
∫ +∞

0
𝑑𝑥 e−𝑎

2𝑥2 erf(𝑏𝑥) · erf(𝑐𝑥)
𝑥2

, (10)

and it has a compact expression [47]:

𝐹 =
2
√
𝜋

[
𝑏 ln

(
𝑐 + Δ

√
𝑎2 + 𝑏2

)
+ 𝑐 ln

(
𝑏 + Δ

√
𝑎2 + 𝑐2

)
− 𝑎 tan−1

(
𝑏𝑐

𝑎Δ

)]
,

(11)
here Δ =

√
𝑎2 + 𝑏2 + 𝑐2 and tan−1 (𝑥) is the inverse tangent func-

tion.
However, the above formulation is derived based on the assump-

tion of the quasi-homogeneous condition (Eq. (6)), ignoring the het-
erogeneous material interface. In view of this drawback, our com-
pact thermalmodel introduces two length normalization factors 𝑙𝑥, 𝑖 , 𝑙𝑦, 𝑖
for each chiplet to capture the effects of heterogeneous conductivi-
ties. To conclude, in our model, the overall temperature is given by:

𝑇𝑐 (𝑥,𝑦, 𝜃 ) =
∑
𝑖

AP𝑖
[
𝐹
©«𝑎,

𝑤′
𝑖
2 − (𝑥 − 𝑥𝑖 )

𝑙𝑥,𝑖
,

ℎ′
𝑖
2 − (𝑦 − 𝑦𝑖 )

𝑙𝑦,𝑖

ª®¬
+𝐹 ©«𝑎,

𝑤′
𝑖
2 − (𝑥 − 𝑥𝑖 )

𝑙𝑥,𝑖
,

ℎ′
𝑖
2 + (𝑦 − 𝑦𝑖 )

𝑙𝑦,𝑖

ª®¬
+𝐹 ©«𝑎,

𝑤′
𝑖
2 + (𝑥 − 𝑥𝑖 )

𝑙𝑥,𝑖
,

ℎ′
𝑖
2 − (𝑦 − 𝑦𝑖 )

𝑙𝑦,𝑖

ª®¬
+𝐹 ©«𝑎,

𝑤′
𝑖
2 + (𝑥 − 𝑥𝑖 )

𝑙𝑥,𝑖
,

ℎ′
𝑖
2 + (𝑦 − 𝑦𝑖 )

𝑙𝑦,𝑖

ª®¬ + B

]
, (12)

hereA, 𝑎 are the general factors of the amplitude and effective thick-
ness for all chiplets, and B is a bias term. To sum up, we use 2𝑁 + 3
parameters here.

This compact model is easy to construct. As shown in Fig. 3, given
the thermal configuration, we first generate several legalized place-
ment results (5-10 layouts are enough according to experiments) and



simulate the ground truth temperature map 𝑇label with the thermal
simulator HotSpot. We implement the model and fit the parameters
(denoted by 𝜷 ) by Pytorch with a mean squared loss function:

𝜷 = argmin
𝜷

∥𝑇𝑐 (𝜷) −𝑇label∥22 . (13)

Thanks to the simple closed-form formulation of Eq. (12), the fitting
process is easy to converge and exhibits little dependence on the
choice of initial parameters.

3.3 Initialization
The initial placement has a great impact on the quality of final re-
sults, according to previous works in chip placement [48]. However,
the orientation of macros and the location of pins are often omitted,
with the quadratic wirelength model considered only. In this work,
we propose a MILP-based initialization algorithm, tackling the ori-
entation of chiplets and the location of microbumps.

We begin by aggregating all nets belonging to pairs of connected
chiplets, denoted as 𝐴𝑖, 𝑗 for 𝐶𝑖 ,𝐶 𝑗 ∈ A. Then we collect the mi-
crobumps connected to 𝐴𝑖, 𝑗 belonging to 𝐶𝑖 and 𝐶 𝑗 respectively,
forming two clumps on each chiplet. The center positions of the
clumps are calculated as the connecting positions on 𝐶𝑖 and 𝐶 𝑗 for
nets 𝐴𝑖, 𝑗 . The offset values of the clump in chiplet 𝐶𝑖 connected to
chiplet 𝐶 𝑗 is denoted by (𝑂𝑥

𝑖 𝑗 ,𝑂
𝑦
𝑖 𝑗 ). This is reasonable since the mi-

crobumps of connections tend to be localized spatially rather than
distributed, although there may be numerous connections, ranging
from dozens to hundreds, between chiplets. Then we introduce two
binary variables𝑢𝑖 , 𝑣𝑖 for each chiplet to describe the clump position
(𝑋𝑖 𝑗 , 𝑌𝑖 𝑗 ) after rotation:

𝑋𝑖 𝑗 = 𝑥𝑖 +𝑂𝑥
𝑖 𝑗 ∗ (1 − 𝑢𝑖 − 𝑣𝑖 ) −𝑂

𝑦
𝑖 𝑗 ∗ (𝑣𝑖 − 𝑢𝑖 )

𝑌𝑖 𝑗 = 𝑦𝑖 +𝑂𝑥
𝑖 𝑗 ∗ (𝑣𝑖 − 𝑢𝑖 ) +𝑂𝑦

𝑖 𝑗 ∗ (1 − 𝑢𝑖 − 𝑣𝑖 ).

Here the variables 𝑢𝑖 , 𝑣𝑖 with values (0, 0), (0, 1), (1, 1), (1, 0) indi-
cate rotation angles of 0◦, 90◦, 180◦, 270◦. After the aforementioned
process, the total wirelength between the clumps of microbumps
reads:

𝑊𝐿 (𝑖𝑛𝑖𝑡 ) (x, y, 𝑢, 𝑣) = Σ𝑖, 𝑗∈A𝐴𝑖 𝑗
(
∥𝑋𝑖 𝑗 − 𝑋 𝑗𝑖 ∥ + ∥𝑌𝑖 𝑗 − 𝑌𝑗𝑖 ∥

)
. (14)

To ensure that all chiplets are inside the placement region, we
impose the following constraint for each chiplet 𝐶𝑖 :

𝑤 ′
𝑖 /2 ≤ 𝑥𝑖 ≤𝑊 −𝑤 ′

𝑖 /2, ℎ′𝑖/2 ≤ 𝑦𝑖 ≤ 𝐻 − ℎ′𝑖/2, (15)

here𝑤 ′
𝑖 = 𝑤𝑖 ∗ ∥1−𝑢𝑖 −𝑣𝑖 ∥+ℎ𝑖 ∗ ∥𝑣𝑖 −𝑢𝑖 ∥ and ℎ′𝑖 = 𝑤𝑖 ∗ ∥𝑣𝑖 −𝑢𝑖 ∥+ℎ𝑖 ∗

∥1−𝑢𝑖 − 𝑣𝑖 ∥ are the width and height of chiplet𝐶𝑖 after rotation. To
minimize overlapping between chiplets, we further introduce four
binary variables 𝛿 (1∼4) for any pair of 𝐶𝑖 and 𝐶 𝑗 :

𝑥𝑖 + (𝑤 ′
𝑖 +𝑤

′
𝑗 ) ∗ 𝜀 ≤ 𝑥 𝑗 +𝑊𝛿

(1)
𝑖 𝑗 , 𝑥 𝑗 + (𝑤 ′

𝑖 +𝑤
′
𝑗 ) ∗ 𝜀 ≤ 𝑥𝑖 +𝑊𝛿

(2)
𝑖 𝑗

𝑦𝑖 + (ℎ′𝑖 + ℎ
′
𝑗 ) ∗ 𝜀 ≤ 𝑦 𝑗 + 𝐻𝛿

(3)
𝑖 𝑗 , 𝑦 𝑗 + (ℎ′𝑖 + ℎ

′
𝑗 ) ∗ 𝜀 ≤ 𝑦𝑖 + 𝐻𝛿

(4)
𝑖 𝑗
(16)

here 𝜀 is a parameter ranging between 0 and 0.5 that controls the
extent of non-overlapping, and

Σ3𝑘=0𝛿
(𝑘 ) <= 3 (17)

to ensure that at least one inequality holds.
To conclude, the initial placement is obtained by solving theMILP:

min𝑊𝐿 (𝑖𝑛𝑖𝑡 ) (x, y, 𝑢, 𝑣) (𝐸𝑞.(14)), 𝑠 .𝑡 . Eq. (15-17) holds. (18)

Algorithm 1 Optimization Flow based on CGD
Input: 𝐹 (X): objective function; X = (𝑥𝑖 , 𝑦𝑖 , 𝜃𝑖 ): placement vari-

ables; 𝑀𝑎𝑥_𝑖𝑡𝑒𝑟 : number of iterations; lr = (𝑙𝑟𝑝𝑜𝑠 , 𝑙𝑟𝑎𝑛𝑔): learn-
ing rates

Output: optimal X∗

1: initialize X0 by solving the MILP (Eq. (18));
2: initialize 𝜆𝑑𝑒𝑛𝑠 , g0 = 0, and d0 = 0;
3: for 𝑘 = 1 to𝑀𝑎𝑥_𝑖𝑡𝑒𝑟 do
4: compute function value 𝐹 (X𝑘 );
5: compute gradient g𝑘 = ∇𝐹 (X𝑘 ) = (g𝑘, 𝑝𝑜𝑠 , g𝑘, 𝑎𝑛𝑔);

6: compute Polak-Ribiere parameter 𝛽𝑘 =
g𝑇𝑘 (g𝑘−g𝑘−1 )

| |g𝑘−1 | |2
(𝛽1 =

1);
7: compute the conjugate direction d𝑘 = −g𝑘 + 𝛽𝑘d𝑘−1;
8: compute the step size 𝛼𝑘 = lr

| |d𝑘 | |2 = (𝛼𝑘, 𝑝𝑜𝑠 , 𝛼𝑘, 𝑎𝑛𝑔);
9: update the solution X𝑘 = X𝑘−1 + 𝛼𝑘d𝑘 ;
10: if OVFL 𝑆𝑡𝑢𝑐𝑘 𝑜𝑟 𝐶𝑜𝑛𝑣𝑒𝑟𝑔𝑒 then
11: Add noise to X𝑘
12: end if
13: end for
14: legalize (Section 3.5) and derive the final result X∗

3.4 Thermal-Aware Placement
After the initialization, the system has reached a state of reduced
overlap and optimizedwirelength, then it enters the subsequent stage.
Our orientation-aware optimization algorithm is based on themodel
proposed by Lin et al. [27]. Considering that chiplets can only be ro-
tated to certain discrete orientations, a projection function is applied
to rotate the continuous angles into legal orientations when calcu-
lating the wirelength and density. In this way, the formulation of
the wirelength and density in Eq. (2) and (4) are transformed to be:

𝑊𝐿′ =
∑
𝑒∈E

∑
𝑝𝑖 ,𝑝 𝑗 ∈B𝑒

©«∥
∑
𝜃𝑘 ∈Θ

𝐵𝑧 (𝜃𝑘 , 𝜃𝑖 )𝑋𝑝𝑖 (𝜃𝑘 ) −
∑
𝜃𝑘 ∈Θ

𝐵𝑧 (𝜃𝑘 , 𝜃 𝑗 )𝑋𝑝 𝑗 (𝜃𝑘 )∥

+ ∥
∑
𝜃𝑘 ∈Θ

𝐵𝑧 (𝜃𝑘 , 𝜃𝑖 )𝑌𝑝𝑖 (𝜃𝑘 ) −
∑
𝜃𝑘 ∈Θ

𝐵𝑧 (𝜃𝑘 , 𝜃 𝑗 )𝑌𝑝 𝑗 (𝜃𝑘 )∥
ª®¬ ,

(19)

𝐷′
𝑏 =

∑
𝐶𝑖 ∈C

∑
𝜃𝑘 ∈Θ

(
𝐷𝑖 × 𝐵𝑧 (𝜃𝑘 , 𝜃𝑖 )𝑃𝑥 (𝑏,𝐶𝑖 , 𝜃𝑘 )𝑃𝑦 (𝑏,𝐶𝑖 , 𝜃𝑘 )

)
, (20)

here 𝐵𝑧 (𝜃𝑘 , 𝜃𝑖 ) = 𝑒
𝑅𝑧 (𝜃𝑘 ,𝜃𝑖 )

𝜂 /
(∑

𝜃𝑘 𝑒
𝑅𝑧 (𝜃𝑘 ,𝜃𝑖 )

𝜂

)
is the projection func-

tion that calculates the probability of the chiplet 𝐶𝑖 to be rotated to
each legal orientation 𝜃𝑘 , where 𝜂 is a controlling parameter, and

𝑅𝑧
(
𝜃𝑘 , 𝜃𝑖

)
=


1 − 2|Θ|2

���Δ𝜃𝑘𝑖 ���2 , 0 < Δ𝜃𝑘𝑖 ≤ 1
2 |Θ |

2|Θ|2
(
Δ𝜃𝑘𝑖 − 1

|Θ |

)2
, 1

2 |Θ | < Δ𝜃𝑘𝑖 ≤ 1
|Θ |

0, otherwise,

Δ𝜃𝑘𝑖 =
���0.5 − ���0.5 − ∥𝜃𝑖 − 𝜃𝑘 ∥/360

������ .
(21)

Instead of the direct subtraction (𝜃𝑖 −𝜃𝑘 )/360 in [27, 45], which can
not accurately calculate the precise angular difference (such as be-
tween 350◦ and 0◦), we calculate the angular deviation using Δ𝜃𝑘𝑖 .
With this strategy, the function 𝐵𝑧 will project the rotation angle of
chiplets to the nearest legal orientation when evaluating the wire-
length and density. Moreover, after optimization the chiplets are of-
ten rotated to near legal orientations, avoiding the legalization of
orientations in [45].



The temperature penalty R [𝑇𝑐 ] is calculated by the trained com-
pact thermal model𝑇𝑐 (𝜷). This term is differentiable w.r.t. 𝑥𝑖 , 𝑦𝑖 and
𝜃𝑖 through the chain rule.Then the algorithm can spread the chiplets
to optimize the wirelength and alleviate the hotspot during iteration.

In our framework, the minimization of Eq. (5) is solved by the
conjugate gradient descent (CGD) method. The algorithm is summa-
rized in Algorithm 1, where the dynamic step size 𝛼𝑘 is calculated in
a heuristic manner following Chen et al. [49].The objective function
is 𝐹 = 𝑊𝐿′ + 𝜆𝑑𝑒𝑛𝑠

∑
𝑏 (𝐷′

𝑏
−𝑀𝑏 )2 + 𝜆𝑡ℎ𝑒𝑟𝑚R [𝑇𝑐 ]. The multipliers

𝜆𝑑𝑒𝑛𝑠 and 𝜆𝑡ℎ𝑒𝑟𝑚 are initialized according to the strength of the gra-
dients of wirelength and density and thermal penalty: 𝜆𝑑𝑒𝑛𝑠, 𝑖𝑛𝑖𝑡 =

𝜆𝑑𝑒𝑛𝑠,0·
∑ |𝜕𝑊𝐿′ |/∑ ���𝜕𝐷′

𝑏

���, 𝜆𝑡ℎ𝑒𝑟𝑚, 𝑖𝑛𝑖𝑡 = 𝜆𝑡ℎ𝑒𝑟𝑚,0·
∑ |𝜕𝑊𝐿′ |/∑ |𝜕R|,

with hyper parameter 𝜆𝑑𝑒𝑛𝑠,0, 𝜆𝑡ℎ𝑒𝑟𝑚,0, while the thermal multiplier
𝜆𝑡ℎ𝑒𝑟𝑚 = 0 for wirelength-driven optimization. In light of the signif-
icant differences between positional and angular variables, we treat
them separately and use two learning rates 𝑙𝑟𝑝𝑜𝑠 and 𝑙𝑟𝑎𝑛𝑔 in step 8.

Finally, according to experiments, the system is prone to get stuck
in local optima during the nonlinear optimization. Inspired by Xue
et al. [50], we perturb the placement by adding random noise when
the overflow of the system is stuck at high values or converged. The
overflow metric is defined to measure the evenness of chiplet distri-
bution during optimization:

OVFL = Σ𝑏 max (𝐷𝑏 −𝑀𝑏 , 0) /𝑡𝑜𝑡𝑎𝑙_𝑐ℎ𝑖𝑝𝑙𝑒𝑡_𝑎𝑟𝑒𝑎. (22)

3.5 Legalization
After optimization, the chiplets are roughly uniformly distributed
across the interposer. But there are still some overlapping areas at
this time. Additionally, sometimes minor temperature optimization
can lead to excessive increases in total wirelength. Thus, a legaliza-
tion stage is indispensable to eliminate all overlaps and reduce the
total wirelength while keeping the changes in chiplet positions min-
imal, essentially maintaining the temperature distribution. In this
stage, given the optimized solution

(
𝑥
(𝑜𝑝𝑡 )
𝑖 , 𝑦

(𝑜𝑝𝑡 )
𝑖 , 𝜃

(𝑜𝑝𝑡 )
𝑖

)
, we fix

the orientations and optimize the positions of chiplets by MILP.
The optimization objective includes two parts.Thefirst term seeks

to minimize the total wirelength:

𝑊𝐿 (𝑙𝑒𝑔𝑎𝑙 ) = Σ𝑒∈EΣ𝑝𝑖 ,𝑝 𝑗 ∈B𝑒

(
∥(𝑥𝑖 + 𝑥𝑝𝑖 ) − (𝑥 𝑗 + 𝑥𝑝 𝑗 )∥

+∥(𝑦𝑖 + 𝑦𝑝𝑖 ) − (𝑦 𝑗 + 𝑦𝑝 𝑗 )∥
)
, (23)

While the second term constraints the displacement:

𝐷𝑆𝑃 = Σ𝐶𝑖

(
∥𝑥𝑖 − 𝑥

(𝑜𝑝𝑡 )
𝑖 ∥ + ∥𝑦𝑖 − 𝑦

(𝑜𝑝𝑡 )
𝑖 ∥

)
. (24)

Combined with the non-overlapping conditions formulated before
(Eq. (16) with 𝜀 = 1) with the chiplet width and height modified
concerning orientations and theminimum spacing between chiplets,
the final MILP reads:

min(𝐷𝑆𝑃 + 𝜆𝑤 · 𝑊𝐿 (𝑙𝑒𝑔𝑎𝑙 ) ), 𝑠 .𝑡 . Eq. (15-17) holds, (25)

where 𝜆𝑤 is a parameter that controls the extent to which the total
wirelength is optimized in this stage. Since itmay be time-consuming
or sometimes even infeasible to optimize the wirelength, the algo-
rithm will set 𝜆𝑤 to 0 when the time limit of 100 seconds is reached,
and optimize the displacement only.

Ending on a note, experiments have shown that the quality of the
placement results heavily relies on the choice of parameters. Thus,
inspired by AutoDMP [48], which puts forth to optimize the hyper-
parameters through Bayesian optimization to improve overall per-
formance, we also carry out hyperparameter optimization to find
the most favorable parameters.

4 EXPERIMENTAL RESULTS
In this section, we first introduce the experimental setup (Section 4.1)
and then demonstrate our proposed compact thermal model (Sec-
tion 4.2). Details of the placement results are analyzed in Section 4.3.

4.1 Experimental Setup
Due to the fact that real-world cases of large-scale 2.5D-IC systems
are not available, and the test cases from previous studies overlook
the die-to-die links of chiplets, we have constructed ten test cases
here. The configurations of the cases are concluded in Table 3, fea-
turing a die count from 6 to 61, a net count reaching several thou-
sands, and a whitespace ratio within the range of 0.35 to 0.65. The
first five cases consist of high-performance computing systems com-
posed of CPU, GPU, HBM, and DRAM, adapted from the cases in
[6]. The latter five cases incorporate other modules of analog and
micro-electromechanical system (MEMS) [11, 22] to demonstrate the
potential for heterogeneous integration. The power densities of the
chiplets range from 2 × 105 Wm−2 to 3 × 106 Wm−2.

We assign several D2D link modules between chiplets for inter-
connect. Both standard packagemodules with 16 lanes (×16module)
and advanced standard packagemodules with 32 lanes (×32module)
are employed for data transferring in our cases. The former can pro-
vide a long channel reach while the latter has a larger bandwidth.
Some of their physical parameters are summarized in Table 4, inher-
ited from UCIe, with the geometrical meaning of different pitches
shown in Fig. 2.

The ATPlace2.5D framework was developed in Python with Py-
Torch [51] and Optuna [52] for optimization [53]. We solve the
MILPs of initialization (18) and legalization (25) by Gurobi [54]. The
experiments were conducted on a Linux server with Intel Xeon 2.10
GHz processors with a maximum of 80 cores and 128 GB RAM. For
all algorithms, particularly enumeration-based ones, a maximum of
80 cores and a time limit of 12 hours are set.

Table 3: Benchmark configurations.

Case BumpType Dies Nets Interposer
Width (mm) Height (mm) Whitespace/%

1 ×32 6 3168 42.0 42.0 0.4
2 ×32 6 3520 55.0 52.0 0.65
3 ×32 8 8448 39.0 39.0 0.6
4 ×32 11 7040 57.0 59.0 0.4
5 ×32 12 7392 37.0 37.0 0.35
6 ×16 20 5632 49.0 53.0 0.55
7 ×16 28 2816 30.0 25.0 0.55
8 ×16 36 2948 26.0 23.0 0.6
9 ×16 44 7656 59.0 61.0 0.45
10 ×16 61 5280 47.0 47.0 0.5

Table 4: Characteristics of UCIe interfaces used.
Package Cols Lanes Bump Pitch (𝜇m) Pitch𝑥 (𝜇m) Pitch𝑦 (𝜇m)

Standard (×16) 12 16 100 180 90
Advanced (×32) 16 32 25 27 42

4.2 Compact Thermal Model
We first validate the accuracy of our compact thermal model. For
each case in the benchmark, we generate 5 random floorplans for
training and another 10 for test. We calculate the mean absolute er-
ror (MAE), mean absolute percentage error (MAPE), and Pearson
correlation factor. The correlation factor serves a dual purpose: it
can evaluate the overall match between predicted and actual temper-
ature maps while also capturing the similarity in gradients, which is
essential for our gradient-based optimization. The results are sum-
marized in Table 5. We can see that our compact model achieves
an average MAE of 1.16 ◦C, a 3.23% relative error, and a corre-
lation factor close to 0.99, providing sufficiently accurate temper-
ature information. The speedup of our model compared to HotSpot



is 2575×. We further show the temperature map in Case 1 in Fig. 4.
The predicted distribution is very close to the golden truth, while
the error concentrates in two areas: (1) the edge of chiplets, a nat-
ural result of our quasi-homogeneous approximation (Eq. (6)); (2)
the boundary of the interposer, originating from our infinite space
approximation. The latter can be resolved by the mirror method, at
the cost of higher computational overhead, exemplified by Lin et al.
[55]. In addition, the construction of the compact model is highly
efficient, since both the dataset generation and the model training
process consume just several minutes (see Section 4.3.4).

Figure 4: Thermal map of the placement by SP-CP in Case 1. (left)
golden truth, (right) predicted by our compact model.

Table 5: Performance of the proposed thermal model.

Case HotSpot Ours
Time/s Time/ms MAPE/% MAE/◦C Correlation

1 22 5.3 2.42 0.96 0.994
2 21 5.4 5.08 0.65 0.992
3 18 6.8 3.27 1.25 0.992
4 20 6.2 3.14 1.72 0.986
5 29 7.1 2.52 1.50 0.991
6 23 9.8 3.69 1.25 0.984
7 15 9.3 3.29 0.72 0.975
8 13 11.8 3.45 0.82 0.977
9 29 14.4 3.11 1.67 0.989
10 22 17.1 2.29 1.06 0.991
Avg. 2575× 1× 3.23 1.16 0.987

Table 6: Comparison of different placement algorithms for thermal-
aware optimization. ‘RT’ represents the total Runtime.

Case TAP-2.5D [6] ATPlace2.5D
RT/min TWL/m Tmax/◦C RT/min TWL/m Tmax/◦C

1 198 56.81 93.0 7 52.89 94.1
2 234 145.06 75.0 8 123.52 74.9
3 186 185.20 94.1 6 142.42 92.3
4 250 202.87 128.4 11 169.80 125.9
5 222 167.87 114.4 10 108.31 111.0
6 192 169.82 93.6 7 106.97 92.6
7 126 46.84 71.9 6 42.49 67.3
8 138 44.31 67.5 8 23.55 66.3
9 340 295.49 130.6 16 148.95 124.1
10 300 141.44 103.9 23 105.23 104.0
Avg. 23× 1.42× 1.05× 1× 1× 1×

4.3 Placement Results
In this section, we evaluate various chiplet placement works, in-
cluding the SA-based TAP-2.5D [6], enumeration-based SP-CP
[8], and our ATPlace2.5D. RL-based methods like [9, 10] are not
compared since the executable files are not yet available after con-
tacting the authors. And according to the paper, their performance is
expected to be slightly better than that of TAP-2.5D. We adapt the
open-source code of TAP-2.5D to accommodate our problem set-
ting while inheriting their choice of hyperparameters. The binary of
SP-CP for wirelength optimization is compared, while the thermal
optimization part is not available due to commercial reasons. The
open-sourced binary of Osmolovskyi et al. [7] fails in our case since

Table 7: Comparison of different placement algorithms for
wirelength-driven optimization.

Case SP-CP [8] TAP-2.5D [6] ATPlace2.5D
RT/minTWL/mTmax/◦CRT/minTWL/mTmax/◦CRT/minTWL/m Tmax/◦C

1 0.02 11.90 101.4 3.1 49.44 100.2 0.3 12.01 102.0
2 0.01 16.11 78.7 3.5 63.16 77.5 0.3 15.35 78.7
3 0.5 32.20 117.3 7.3 110.80 114.6 0.7 34.09 116.9
4 84 54.31 141.9 6.3 153.32 133.4 2.6 54.47 128.3
5 >12h 52.05 N/A† 6.3 147.99 120.0 3.5 47.89 131.9
6 >12h N/A N/A 5.0 81.95 102.2 1.1 29.27 116.2
7 >12h N/A N/A 2.8 32.23 73.3 2.7 12.29 75.3
8 >12h N/A N/A 3.0 24.51 70.2 3.2 8.41 71.1
9 >12h N/A N/A 7.0 183.36 137.4 4.1 43.21 148.0
10 >12h N/A N/A 4.9 115.24 107.9 7.5 25.74 123.4
Avg. 8.3× 1.01×‡ 1.02× 4.6× 3.43× 0.90× 1× 1× 1×
† The binary of SP-CP only reports the temporary minimal wirelength at time limit
‡ Compared only for the first five cases

it may not handle cases with too many nets. All of these works are
tested on the 10 cases above, but the enumeration-based SP-CP can
not derive the solutions for cases with more than 12 chiplets within
the time limit.

4.3.1 Thermal-Aware Optimization. To begin with, we show the re-
sults for thermal-aware optimization in Table 6. Our method can
obtain the minimal total wirelength (42% improvement in average
compared to that of TAP-2.5D) and lowest maximum temperature
(5% improvement) for almost all cases.ATPlace2.5D provides a no-
ticeable temperature reduction when the overall temperature is high
(exceeding 100 ◦C at it worst). Additionally, when the number of
chiplets increases, our method exhibits a more significant improve-
ment in total wirelength compared to SA-basedTAP-2.5D, possibly
due to the limited exploration of high-dimensional placement spaces
of SA. When it comes to the runtime, our method can achieve an ef-
ficiency gain of 23× compared to the TAP-2.5D, thanks to our effi-
cient analytical optimization algorithm and compact thermal model.

4.3.2 Wirelength-driven Optimization. Table 7 summarizes the re-
sults of wirelength-driven optimization. The table illustrates several
insights. Firstly, for scenarioswith a few chiplets (<12), the enumeration-
based SP-CP can achieve minimal total wirelength for most cases
(Case 1,3,4) at the cost of the highest maximum temperature. Even
so, in certain scenarios, such as case 2, our method can still achieve
solutionswith smaller total wirelength and similar temperature than
SP-CP. Besides, our results aremarginally better thanSP-CPwhen
looking at the average 𝑇𝑊𝐿 (0.6% improvement) for the first five
cases. Secondly, both the number of chiplets and the number of nets
influence the quality of the placement results of TAP-2.5D. The
larger the number of chiplets and nets, the inferior the total wire-
length by TAP-2.5D compared to ATPlace2.5D. Ultimately, de-
ducing from Table 6 and 7, there is a trade-off between temperature
and wirelength, indicating further exploration of the interplay be-
tween these two metrics.

4.3.3 Multi-objective Optimization. Practical designs often need to
trade off between wirelength and temperature, necessitating multi-
objective optimization. Fig. 6 provides the Pareto front of Case 3 and
9, respectively.The Pareto front delineates a collection of superior re-
sults that balance wirelength and temperature effectively. As shown
in Fig. 6 (a), our work can not only deliver solutions with the small-
est total wirelength and maximum temperature, but also allow for
thorough exploration between the two limits. For a more intuitive
understanding, in Fig. 5 we show placement layouts in the Pareto
front. We can see that in the wirelength-driven optimization, our
result (Fig. 5(c)) is similar to the optimal solution (Fig. 5(a)), concen-
trating the CPUs together, surrounded by the DRAMs around. For
thermal-aware optimization, our result (Fig. 5(e)) exhibits a more
dispersed distribution of chiplets compared to that of TAP-2.5D



(Fig. 5(d)), keeping the CPUs (featuring high power density) as far
away from each other as possible, thereby significantly reducing
the worst-case temperature. We also present results that balance be-
tween wirelength and temperature, as depicted in Fig. 5 (f), where
significant thermal optimization (20 ◦C) is achieved with an accept-
able wirelength increase. Fig. 6 (b) indicates that for cases with more
chiplets, the solutions obtained by TAP-2.5D tend to be of lower
quality due to the super-linear growth of the placement space w.r.t.
the number of chiplets. In contrast, our method can provide a much
better Pareto front. In summary, ATPlace2.5D enables designers to
freely select placement solutions to meet diverse needs.

Moreover, it should be noted that the quality of the placement
heavily depends on the parameters in the framework. It was found
that the overlapping parameter 𝜀 in Eq. (16) has the major impact
in most cases. This is reasonable since the initial solution is crucial
for subsequent optimization. What’s more, 𝑙𝑟𝑝𝑜𝑠 and 𝑙𝑟𝑎𝑛𝑔 have dis-
tinctive impacts on the final results, validating our decision to treat
them separately.

(a) SP-CP (WL) (b) TAP-2.5D (WL) (c) ATPlace2.5D (WL)

(d) TAP-2.5D (Thermal) (e) ATPlace2.5D (Thermal) (f) ATPlace2.5D (Balance)

Figure 5: Chiplet placement results of different algorithms for
Case 3. The abbreviation WL and Thermal represent results for
wirelength-driven and thermal-aware optimization, respectively,
and Balance means balanced results. The dimensions of a single
CPU and DRAM measure 9 × 8𝑚𝑚2, and 9 × 9𝑚𝑚2.

Figure 6: Pareto fronts of the multi-objective optimization in Case 3
(Up) and 9 (Down). Diamond/Square-shaped markers indicate solu-
tions located at the Pareto frontier by each method, and the dashed
line represents the complete Pareto front.

4.3.4 Runtime Analysis. In this section, we break down the runtime
of ATPlace2.5D for the thermal-aware optimization in Case 3 and
10 in Fig. 7. We can observe that the majority of the time, rang-
ing from ∼ 60% to ∼ 80%, is spent on constructing the compact
thermal model. This expenditure is acceptable in practice if multiple
optimization iterations are required to find the Pareto front since
the model can be reused once trained. In the remaining portion, ini-
tialization is typically rapid, while the optimization and legalization
processes take up a significant amount of time, which is reasonable.

Finally, we show the progression of the wirelength and temperature
during thermal-aware optimization in Case 3 in Fig. 8. In the initial
stages, wirelength tends to increase while temperature decreases, as
the initial solutions are clustered together. Soon, both of them will
stabilize, and the perturbations (in Section 3.4) are observed, which
can motivate the exploration of a larger solution space.

Figure 7: Runtime breakdown of ATPlace2.5D in Case 3 (left) and 9
(right). ‘Data.’, ‘Train.’, ‘Init.’, ‘Opt.’, and ‘Leg.’ represent the pro-
cess of dataset generation, compact model training, initialization,
optimization, and legalization, with the time consumed also anno-
tated.

Figure 8: Curves of the total wirelength and maximum temperature
during thermal-aware optimization in Case 3. The dashed line rep-
resents the moment of introducing perturbations, and the star rep-
resents the final results after legalization.

5 CONCLUSION
As both academia and industry pay increasing attention to the re-
search and development of 2.5D-ICs, the advent of large-scale 2.5D-
IC systems is inevitable. However, current 2.5D-IC placement stud-
ies are inadequate in scalability, efficiency, and thermal-aware opti-
mization, posing a barrier to further development. Confronting the
challenges, this paper presents an analytical thermal-aware 2.5D-
IC placement framework ATPlace2.5D. With the analytical opti-
mization algorithms, it achieves solutions with wirelength as small
as enumeration-based methods. What’s more, we propose a novel
physics-based compact thermal model that provides a fast and ac-
curate temperature map compared to HotSpot (1.2 ◦C mean error
and 2575× acceleration) during thermal optimization. We construct
large-scale 2.5D-IC cases conforming toUCIe standards as the bench-
mark for thermal-aware wirelength optimization. ATPlace2.5D de-
monstrates superior placement solutions in terms of both total wire-
length and maximum temperature by 5% and 42% compared to
TAP-2.5D in thermal-aware optimization. We envision that it will
foster the growth of sustainable and versatile automatic design of
large-scale 2.5D-ICs.
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