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Abstract. With the shrinking feature sizes of semiconductor devices, manufacturing challenges increase dramatically. Among these challenges, lithography hotspot stands out as a prominent ramification of the growing gap between design and manufacturing. Practically, a hotspot refers to the failure in printing desired patterns in lithography. As lithography hotspots have significant impacts on manufacturing yield, the detection of hotspots in the early design stage is desired to achieve fast design closure. We propose a lithography hotspot detection framework using a double inception module structure. This structure performs better in both accuracy and false alarms by widening the conventional stacked structure to benefit feature extraction and using global average pooling to keep the spatial information. Experimental results show that the proposed structure achieves better performance than existing methods.
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1 Introductions

As the feature sizes keep shrinking, the gap between design and manufacturing continues to increase. Lithography hotspot is one of the major issues in the lithography process from the shape distortion of printed patterns. Such distortion may not only cause performance degradation but also malfunction due to potential open/short connections. Thus, lithography hotspot is critical to the manufacturing yield of chips, and early prediction of hotspots is desired to ensure manufacturability and speed up design closure.

In literature, two approaches have been proposed to address the hotspot detection problem. One uses lithography simulation which leverages lithography models to simulate the contour of the circuit. This method has high accuracy; however, it requires heavy computational resources. The other refers to geometric methods, which can be further categorized into pattern matching and machine learning-based approaches.

Pattern matching detects hotspots by comparing a pattern with known hotspot patterns in a library. Yao et al. presented this by specifying process-hotspots as a library of range patterns, eventually, hotspots can be found in a matter of minutes. Yu et al. expressed the topology features of the hotspot patterns by extracting their key design rules and then adopted a two-stage filtering process to locate all hotspots. Hotspots can be detected accurately and effectively with pattern matching, but the limitation is its incapability of detecting unseen hotspots.

Recently, machine learning-based detection was proposed, motivated by the outbreak of big data and improved computer hardware performance. A machine learning model is built by learning the discriminant boundaries between hotspots and nonhotspots in the training data, then it generalizes to the testing data. Both conventional machine learning approaches and deep learning ones have been proposed. Yu et al. proposed an accurate hotspot detection approach based on principal component analysis for feature dimension reduction and support vector machine (SVM) for classification. They reported over 80% accuracy on the testing layouts. Yu et al. improved the accuracy by combining topological classification and critical feature extraction with SVM.

Moreover, fuzzy matching was proposed to integrate the advantages of machine learning and pattern matching. Different from setting a middle decision boundary between hotspots and nonhotspots, fuzzy matching extends the decision boundary by taking advantage of pattern matching. A new fuzzy matching model was proposed by Lin et al. which could dynamically adjust the known hotspots around the fuzzy region. Later, their team added a grid reduction technique to this fuzzy matching model and achieved an average accuracy of 94.5% while reducing CPU run time. However, as a matter of fact, although these methods are precise and efficient, they are composed of complex feature extraction and layout coding steps, which may be too complex in operation.

The performance of these conventional machine learning approaches relies heavily on feature engineering. Since a layout clip can be represented with an image, deep learning was then proposed to extract features automatically. In particular, convolution neural networks (CNNs) have gained lots of attention in image classification problems. It can automatically extract features from the training set through the convolution-pooling layers, and then build a model by...
minimizing the loss between the predicted results and labels. Shin and Lee first used CNN-based lithography hotspot detection and achieved about 95.5% accuracy. Then, Yang et al. also studied a deeper structure. Later, they used feature tensor generation to extract representative layout features and applied biased learning into a simple structure, which achieved higher detection accuracy. However, almost all existing CNNs for lithography hotspot detection adopted stacked alternative convolution and pooling layer structures.

In this paper, we develop a CNN-based hotspot detection framework with double inception modules. The key idea is to widen the network to extract more comprehensive features while applying global average pooling for classification; an approach that demonstrates superior results.

The main contributions of this paper are summarized as follows:

- We first propose a CNN-based architecture using double inception modules for feature extraction and global average pooling for classification.
- Experimental results show that our method achieves 97.77% average hotspot detection accuracy, with 19.52% reducing in average false alarms compared with the state-of-the-art results on ICCAD 2012 contest benchmarks.

The rest of the paper is organized as follows. Section 2 reviews the basic background of CNNs and introduces the lithography hotspot detection problem. Section 3 gives the whole architectures and analyzes its composition. Section 4 validates the proposed network structure with the experimental results, and Sec. 5 finally concludes the paper.

2 Preliminaries and Problem Formulation

In this section, we first introduce the detailed structure functions of CNNs. Then, the background of lithography hotspot detection is presented, followed by problem formulation.

2.1 Convolution Neural Networks

CNNs usually consist of two parts: the feature extractor and the classifier. The feature extractor is usually composed of convolution layers and pooling layers. Typically, robustness and uniqueness can be used to evaluate the feature extractor. Robustness can be defined as the ability of a system to resist change. The closer the similar samples are distributed in the feature space, the higher the robustness. On the other hand, uniqueness can be defined as the ability to differentiate between different samples. The more the distribution of different samples overlaps in the feature space, the poorer the uniqueness. Mathematically, the convolution operation can be expressed as

\[ a_{i,j} = f \left( \sum_{d=0}^{D-1} \sum_{m=0}^{F-1} \sum_{n=0}^{F-1} w_{d,m,n} x_{d,i+m+n} + w_b \right), \]

where \( x_{d,i,j} \) represents the \( i\)-th row and \( j\)-th column pixel at the \( (i,j) \) coordinates of \( d\)-th channel of an image, \( w_{d,m,n} \) refers to the weight of the \( m\)-th row and \( n\)-th column of \( d\)-th feature map, and \( w_b \) represents the bias term of the filter, \( f \) is the activation function, and \( a_{i,j} \) stands for the \( i\)-th row and \( j\)-th column element of the feature map with \( D \) channels.

Since the convolution layer is characterized by a linear convolutional operation to input followed by an activation function to obtain feature maps, it can get the features of input which will be beneficial to the uniqueness. On the other hand, the pooling layer can increase robustness by reducing the error during feature extraction. Thus, reasonably combining the convolution layer and pooling layer plays a significant role in improving the quality of extracted features.

Then, the fully connected (FC) layer acts as the classifier in CNNs by mapping the learned distributed feature representation to the sample mark space. After automatically obtaining the feature maps through the convolution-pooling layers, these feature maps are flattened into one-dimension before being fed to the FC layers. The first FC layer can be converted into a \( 1 \times 1 \) convolution kernel with a global convolution with size equal to the output of previous convolution layers. This indeed contributes most of the parameters of the CNNs, which will increase the probability of overfitting as well. Meanwhile, the flattening operation can compromise the spatial information, which is important for vision-related tasks. In our paper, we apply global average pooling in our architecture to enhance the classifier. Further elaboration will be displayed in Sec. 3.3.

2.2 Lithography Hotspot Detection

The designed mask pattern is generally transferred to the silicon wafer by the lithography process. However, distortion tends to appear in the manufacturing layout due to the gap between the device size and the lithography wavelength. The layout patterns with problems after manufacturing such as bridging or breaking, which may lead to circuit failure, are called lithography hotspot. Therefore, hotspots need to be located before mask tape-out. Figure 1 shows a schematic diagram of a hotspot and a nonhotspot. The red core part of Fig. 1(a) represents a hotspot region.

2.3 Problem Formulation

Lithography hotspot detection can be analogous to binary classification, where the label represents hotspot or nonhotspot. During the training process, the model is built by minimizing the error between the predicted results and known labels. And during the testing process, the trained model will be employed to detect the hotspot patterns. We compare

![Fig. 1 (a) Hotspot and (b) nonhotspot layout clips.](Image)
the predicted results with known labels to evaluate the performance of the model.

For binary classification problems, there are usually four situations, namely true positive (TP), true negative (TN), false positive (FP), and false negative (FN). A TP (FN) is the case where an actual hotspot is predicted as a hotspot (nonhotspot). A TN (FP) is the case where an actual nonhotspot is predicted as a nonhotspot (hotspot). Usually, we adopted the following metrics to evaluate the performance.

**Definition 1 (Accuracy):** The ratio between the number of correctly predicted hotspots and the total number of actual hotspots:

\[
\text{accuracy} = \frac{\sum \text{TP}}{\sum (\text{TP} + \text{FN})}.
\]

**Definition 2 (False Alarm):** The number of actual non-hotspot clips that are predicted as hotspots by the model:

\[
\text{false alarm} = \sum \text{FP}.
\]

Meanwhile, we formulate the lithography hotspot detection problem as follows:

**Problem 1 (Hotspot Detection Problem):** Training a model using a training set of labeled hotspot and nonhotspot data samples, such that the accuracy can be maximized and the number of false alarms can be minimized in the testing dataset.

### 3 Inception Module Framework

In convolutional networks, convolutional layers for feature extraction are critical to model performance, so we introduce inception modules with parallel convolutional kernels to extract different views to the features. In this section, we first exhibit the whole double inception module architecture. Then, we detail the benefits of the inception module for the feature extraction. Finally, the advantages of applying global average pooling are analyzed.

#### 3.1 Double Inception Module Structure

Figure 2 shows the proposed structure. The network structure is mainly divided into two parts: feature extraction and classification. Feature extraction is primarily based on the double inception modules. The classifier mainly consists of the global average pooling and the linear categories FC layer followed by a softmax function. Deep feature representation is attained after the feature extraction of double inception modules and gathered by a 1 × 1 convolution layer, and then fed into global average pooling. Next, the one-dimensional output of global average pooling is inputted to the linear FC layer which has two outputs representing hotspot and non-hotspot. Meanwhile, Fig. 2 also shows the relevant configurations of its structure, such as kernel size, channels, stride, and padding type. And the blue numbers refer to the output size of the corresponding layer.

#### 3.2 Feature Extraction

The feature extraction part is basically composed of inception module which can be viewed as a split-transform-merge process. Figure 3 shows the concrete split-transform-merge operation principle of the inception module. First step is to apply different convolution and pooling operation to the input, respectively, and the input is split into four branches. Then, four types of feature maps encoded with different colors in Fig. 3 will be obtained after the transforming operation of convolution-pooling layers. At last, the feature maps are...
merged into a single output vector, which represents the input of the next stage by adding the channels together.

In the inception module, as the branches get deeper, the receptive field of the feature maps increases. To elaborate on this, we consider the representation shown in Fig. 4. The blue solid line boxes refer to the input and the red dotted line boxes represent the convolution filters. As shown in Fig. 4(b), for an input region of $3 \times 3$, a $1 \times 3$ convolution can be used to convolute the $3 \times 3$ region first, then another $3 \times 1$ convolution can be used to convolute the result of the first $1 \times 3$ convolution. The result of this operation is analogous to using a $3 \times 3$ convolution as shown in Fig. 4(a). Similarity, the $5 \times 5$ convolution is replaced by two $3 \times 3$ convolution layers as shown in Figs. 4(c) and 4(d). Therefore, the second branch in Fig. 2 counting from left to right is analogous to $3 \times 3$ convolution while the third branch is analogous to $5 \times 5$ convolution. Also, it is undeniable that the nonlinearity of the structure has increased, since the structure has developed into a deeper one with more convolution layers with each convolution layer accompanied by an activation function.

The utilization of different convolution layers and pooling layer will enhance the adaptability of the network to the input feature scale. The pixels in the input extracted region are adjacent to each other such that the correlation between them is very strong, and the parameters of the larger convolution kernel are also strongly related. If the category features of the input image are scattered widely, large convolution kernels will extract their features better. On the contrary, small convolution kernels can achieve effective feature extraction while feature distribution takes a small portion of the image. Therefore, such a wide structure can choose better features since the dense features can be learned by the shallow convolution layers and the sparse features can be obtained by the deeper convolution layers.

In summary, in most stacked structures, e.g., Refs. 22, 24, and 26, there is only one convolution kernel on the single layer. Inception module not only increases the width of the convolution layer but also uses convolution kernels of different scales on the single layer, so that convolution kernels of different sizes can extract features of different sizes, and the feature extraction ability of a single layer is enhanced.

### 3.3 Classifier

After the feature extraction of the inception module, the classifier uses the feature maps to judge upon the class label. We directly perform global average pooling\(^\text{30}\) after the last feature maps as the classifier. Figure 5 shows the process of global average pooling by taking the average of each feature map. Three advantages come along with such operation. To begin with, the spatial information is more robust since the data put into the categories layer are directly summed out from the last feature layer. In addition, the feature maps, after global average pooling, can be claimed as categories confidence maps for it straightly reflects the correspondence between feature maps and the categories rather than training by a number of parameters of FC layer. Furthermore, the FC layer requires a large number of training parameters, which tends to result in overfitting. While global average pooling does not need any training parameters, a fact that can help avoid overfitting.

### 4 Experimental Results

In this section, we mainly present the experimental results that demonstrate the efficiency of our proposed approach. First, we introduce the training and testing benchmarks and the detailed configurations of our training process. Second, we compare our results with different neural network
architectures in lithography hotspot detection. Third, we show the receiver operating characteristic (ROC) curves of our model and the baseline. Then, we show the feature visualization of various convolution layers. Next, the effects of the inception module number on the detection performance are presented. Finally, the results for the application of global average pooling on the performance are displayed as well. Our proposed method is implemented in Python 2.7 on a Linux server with 8-core 3.4 GHz CPU, Nvidia GTX 1080 GPU, and 32 GB RAM. We use tensorflow library\(^\text{31}\) to train and test the double inception module structure.

### 4.1 Benchmark Information and Training Configurations

The dataset we employed is from Ref. 26 whose dataset is processed after discrete cosine transform (DCT) from ICCAD2012 CAD contest data.\(^\text{27}\) Each benchmark set is composed of hundreds or thousands of clips, and each input size is 12 × 12 with 32 channels. Table 1 lists the details of the benchmarks. It consists of four sets of 28-nm benchmarks. Columns “#HS” and “#NHS” show the total number of hotspots and nonhotspots in training and testing sets. Also, to deal with imbalanced training data, we adopt the biased learning strategy as paper\(^\text{26}\) to adjust the training ground truth to offer trades-off between accuracy and false alarms in our structure.

Table 2 shows the related detailed configurations of our training process, such as optimizer, learning rate, bath size, and so on. Adam\(^\text{30}\) is used as the gradient descent optimizer for training. We start with a learning rate of 0.001, then gradually decrease it by a factor of 0.5 after 3000 training sessions so that the update is small when it comes close to the optimal solution. Also, we apply a dropout ratio of 0.5 in our classifier layer after global average pooling to avoid overfitting.\(^\text{31}\)

#### 4.2 Performance Evaluation

In recent years, there have been many studies on hotspot detection. We compare our framework with Shin\(^\text{22}\) and Yang\(^\text{4,26}\) whose papers proposed different neural network architectures for hotspot classification problem. Table 3 shows the comparison results under 28-nm testing benchmarks. Note that the results of Refs. 22 and 24 are collected from their paper, the results of Ref. 26 are showed in GitHub, and our results are illustrated with means and standard deviations from 10 different runs with different random seeds.

For dataset preprocessing, Shin and Lee\(^\text{22}\) encoded the layout clips into gray-scale density images as the input and Yang et al.\(^\text{24}\) just adopted original layout clip image as the input. We use the dataset after DCT preprocessing as Ref. 26, which is compatible with the CNNs and helps saving the forward propagation time.

For the neural network architectures, the structure of Ref. 22 consists of two components: (1) four alternating 1 convolution-1 pooling layers for feature extraction and (2) two FC layers for classification. The two major components of Ref. 24 are (1) two convolution layers, then four alternating 3 convolutions-1 pooling for feature extraction, and (2) three FC layers for classification. The Ref. 26 structure consists of two aspects: (1) two alternating 2 convolution-1 pooling layers for feature extraction and (2) two FC layers for classification. In brief, we can notice that all of them use stacked structures for feature extraction. These kinds of structures just increase the depth of the convolution layer and only apply one kind of convolution kernel on one single direction, for example, the convolution kernel size of Ref. 24 is only 3 × 3. Hence, the function of such feature extraction may be weak. In addition, all of those architectures choose FC layers for classification which may lose some spatial information. Our structure uses inception modules which is similar to a parallel structure, extracting features from different perspectives. Section 4.4 details the layer visualization of different branches. Also, we apply global average pooling for classification. Section 4.6 shows the experimental results of using global average pooling compared with FC layers. Among those testing results, our architecture achieves best accuracies in benchmarks 2, 4, and 5. In addition, the highest average detection accuracy is obtained by our structure. Our architecture has approximately an average of 989 false alarm value which is similar to the best in Ref. 24, but the average accuracy is 1.2% higher. Our approach has an average 104s CPU inference time advantage which is comparable to Ref. 26 and better than both Refs. 22 and 24.

#### 4.3 Receiver Operating Characteristic

ROC curve can be employed to evaluate the binary classifier. It is a comparison of TP ratio and FP ratio as the criterion changes. Figure 6 shows the ROC curves under different benchmarks. Note that the blue curves are from our model and the red ones are from stacked CNN.\(^\text{30}\) We can observe that our model can achieve better characteristics. Table 4 gives the testing accuracies of four benchmarks if we set

<table>
<thead>
<tr>
<th>Table 1</th>
<th>ICCAD2012 28 nm benchmarks.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dataset</td>
<td>Train</td>
</tr>
<tr>
<td>Benchmark 2</td>
<td>#HS 174</td>
</tr>
<tr>
<td>Benchmark 3</td>
<td>#HS 909</td>
</tr>
<tr>
<td>Benchmark 4</td>
<td>#HS 95</td>
</tr>
<tr>
<td>Benchmark 5</td>
<td>#HS 26</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Training configurations.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training configurations</td>
<td>Value</td>
</tr>
<tr>
<td>Optimizer</td>
<td>Adam(^\text{30})</td>
</tr>
<tr>
<td>Initial learning rate</td>
<td>0.001</td>
</tr>
<tr>
<td>Learning rate decay</td>
<td>0.5</td>
</tr>
<tr>
<td>Learning rate decay step</td>
<td>3000</td>
</tr>
<tr>
<td>Batch size</td>
<td>32</td>
</tr>
<tr>
<td>Dropout ratio</td>
<td>0.5</td>
</tr>
</tbody>
</table>
the same criterion that the false alarm values are same as baseline. We can notice that the testing accuracy is increased by 0.69% for benchmark 2, 1.13% for benchmark 4, and 2.44% for benchmark 5, while it is decreased by 0.06% for benchmark 3.

4.4 Feature Maps from Different Inception Branches

Figure 7 shows the output feature maps from different branches of the first inception module given the same input. Figure 7(a) shows the original layout clip. The feature maps from different branches are very diverse with different perspectives of emphasis on the input layout clip. For example, Fig. 7(b) mostly captures the horizontal lines. Figure 7(c) shows more dots, while the horizontal lines are blurry. With all these feature maps concatenated, the input can be described in a holistic way, which turns out to be beneficial for the classification task.

4.5 Best Number of Inception Modules

In this section, lithography hotspot detection performance is evaluated when the number of inception modules varies. We evaluate the performance of networks with one, two, and

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>JM316\textsuperscript{22}</th>
<th>JM317\textsuperscript{24}</th>
<th>TCAD\textsuperscript{18}</th>
<th>Ours</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy (%)</td>
<td>False alarm</td>
<td>CPU (s)</td>
<td>Accuracy (%)</td>
<td>False alarm</td>
</tr>
<tr>
<td>Benchmark 2</td>
<td>98.8</td>
<td>1790</td>
<td>208</td>
<td>98.7</td>
</tr>
<tr>
<td>Benchmark 3</td>
<td>97.5</td>
<td>7077</td>
<td>321</td>
<td>98</td>
</tr>
<tr>
<td>Benchmark 4</td>
<td>93.8</td>
<td>892</td>
<td>129</td>
<td>94.5</td>
</tr>
<tr>
<td>Benchmark 5</td>
<td>92.7</td>
<td>172</td>
<td>81</td>
<td>95.1</td>
</tr>
<tr>
<td>Average</td>
<td>95.7</td>
<td>2483</td>
<td>185</td>
<td>96.57</td>
</tr>
</tbody>
</table>

Note: The bold characters show the best result under the same metric.

<table>
<thead>
<tr>
<th>Structures</th>
<th>Benchmark 2</th>
<th>Benchmark 3</th>
<th>Benchmark 4</th>
<th>Benchmark 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy (%)</td>
<td>False alarm</td>
<td>Accuracy (%)</td>
<td>False alarm</td>
<td>Accuracy (%)</td>
</tr>
<tr>
<td>Stacked CNN\textsuperscript{18}</td>
<td>98.90</td>
<td>98.67</td>
<td>94.35</td>
<td>95.12</td>
</tr>
<tr>
<td>Ours</td>
<td>99.59</td>
<td>98.61</td>
<td>95.48</td>
<td>97.56</td>
</tr>
</tbody>
</table>

Fig. 6 ROCs of different benchmarks. (a) Benchmark 2. (b) Benchmark 3. (c) Benchmark 4. (d) Benchmark 5.

Table 3 Comparison on different neural network architectures.

Table 4 Comparison on testing accuracy under same false alarms.
three inception modules, while the other configurations remain the same as that in Fig. 2. Table 5 shows the results under different number of inception modules. We can observe that using one inception module can achieve the highest accuracy at the cost of a higher false alarm. The accuracy drops by 0.19% with two inception modules, while the number of false alarms is reduced by around 39.73%. Meanwhile, using three inception modules further reduces the false alarm value about 22.04%, but the accuracy is 0.74% lower compared with that using two inception modules. Actually, this is a trade-off between accuracy and false alarm. The false alarm can be reduced with reduced accuracy by adjusting the threshold of the bias. Consider that fewer inception modules also decrease the depth and parameters of

![Feature maps from different branches of the first inception module](image)

**Fig. 7** Feature maps from different branches of the first inception module. (a) Input layout clip. (b) Feature maps output for branch 1. (c) Feature maps output for branch 2. (d) Feature maps output for branch 3. (e) Feature maps output for branch 4. Branches are counted from left to right as that in Fig. 2.

<table>
<thead>
<tr>
<th>Number of inception modules</th>
<th>Benchmark 2</th>
<th>Benchmark 3</th>
<th>Benchmark 4</th>
<th>Benchmark 5</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy (%)</td>
<td>False alarm</td>
<td>Accuracy (%)</td>
<td>False alarm</td>
<td>Accuracy (%)</td>
</tr>
<tr>
<td>One</td>
<td>99.21</td>
<td>414</td>
<td>98.28</td>
<td>3833</td>
<td>96.78</td>
</tr>
<tr>
<td>Two</td>
<td>99.21</td>
<td>352</td>
<td>98.22</td>
<td>2735</td>
<td>96.32</td>
</tr>
<tr>
<td>Three</td>
<td>98.59</td>
<td>186</td>
<td>98.10</td>
<td>2396</td>
<td>94.86</td>
</tr>
</tbody>
</table>

Table 5 Experimental results using different number of inception modules.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Benchmark 2</th>
<th>Benchmark 3</th>
<th>Benchmark 4</th>
<th>Benchmark 5</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy (%)</td>
<td>False alarm</td>
<td>Accuracy (%)</td>
<td>False alarm</td>
<td>Accuracy (%)</td>
</tr>
<tr>
<td>FC layer</td>
<td>98.99</td>
<td>389</td>
<td>98.27</td>
<td>2907</td>
<td>95.14</td>
</tr>
<tr>
<td>Global average pooling</td>
<td>99.21</td>
<td>352</td>
<td>98.22</td>
<td>2735</td>
<td>96.32</td>
</tr>
</tbody>
</table>

Table 6 Experimental results of using global average pooling compared with FC layer.
the network, which usually enables faster and easier training. Therefore, we apply two inception modules in our architecture and call it “double inception module architecture.”

4.6 Impacts of Global Average Pooling

As stated in Sec. 3.3, global average pooling does a better job in classification compared to the FC layer for it contains more spatial information and does not require any training parameters. Table 6 compares the experimental results between applying global average pooling and FC layer after feature extraction. One can notice that the results are almost similar in terms of false alarms, but the accuracy of using global average pooling is 0.83% higher than the FC layer, which indicates that the application of global average pooling indeed outperforms the FC layer in our structure. Hence, we adopt global average pooling in our architecture.

5 Conclusion

In this paper, we propose a lithography hotspot detection framework with double inception modules. We construct the feature extractor by two inception modules which can get features from different kernel sizes. Meanwhile, the global average pooling is applied to obtain more spatial information and avoid overfitting. The experimental results show that our method outperforms the state-of-the-art detection methods and provides another framework for lithography hotspot detection.
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